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Stellar spots cause measurable variations in atmospheric metallicity

Tanner A. Wilson,1,2★ and Andrew R. Casey,1,2
1School of Physics & Astronomy, Monash University, Victoria, Australia
2Center of Excellence for Astrophysics in Three Dimensions (ASTRO-3D)

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT
To accurately measure a star’s atmospheric parameters and chemical abundances, it is crucial to have high-quality spectra.
Analysing the detailed chemical abundances of groups of stars can help us better understand nucleosynthesis, galactic chemical
enrichment, and stellar evolution. In this study, we explored whether stellar spots can affect a star’s inferred metallicity and, if so,
where the impact is the strongest. To investigate this, we created synthetic infrared spectra that included stellar spots for a sample
of main-sequence stars younger than the sun. We then applied two models to the data: one that accounted for spots and one that
did not. From this, we can determine the bias introduced when fitting spotted spectra with a non-spotted model and how this
bias varies with different parameters. Our findings revealed that fitting spotted spectra with a non-spotted model can introduce
a scatter of up to 0.05 dex in the inferred metallicity, especially for stars with high levels of spot coverage. This bias is similar
in magnitude to other relevant effects, such as atomic diffusion, radiative levitation, or non-local thermodynamic equilibrium.
We also found that the effect is most pronounced in young stars and decreases with age. These results suggest that stellar spots
can introduce a systematic uncertainty in metallicity that is not currently accounted for in spectroscopic analysis. This could
potentially limit scientific inferences for population-level studies of young stars and differential abundance analyses.
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1 INTRODUCTION

It is widely assumed that the elemental abundances in a star’s atmo-
sphere accurately reflect the abundances of the material from which
the star formed (Gibson et al. 2003; Pagel 2009; Salaris & Cassisi
2017). This assumption is critical for chemical tagging (Anders et al.
2016; Randich et al. 2022), understanding galactic formation (Gib-
son et al. 2003), and the synthesis of elements across cosmic time
(McWilliam & Rauch 2004; Johnson et al. 2020). Precise measure-
ments of elemental abundances are essential in many areas of astro-
physics. For example, chemical tagging allows us to track the history
of the galaxy, which would be impossible with biased measures of
abundance. Differential abundance techniques (Önehag et al. 2011;
Meléndez et al. 2014; Reggiani et al. 2016; Maia et al. 2019; Liu
et al. 2020; Nissen et al. 2020; Spina et al. 2021) – employed for solar
twins and planet-hosting stars – claim very precise abundance mea-
surements, which are essential for probing planet formation (Tayar
et al. 2022). Similarly, when determining cluster ages (Bensby et al.
2004; Pont & Eyer 2004), the turn-off age of a star is particularly
useful for this purpose because a small change in colour/magnitude,
which depends on metallicity, indicates a relatively large change in
age compared to the main-sequence.

Recognising that surface abundances may change over a star’s
evolution is important. The surface abundances can change due to
numerous processes. Atomic diffusion and radiative levitation intro-
duce surface abundance variations on the scale of 0.05 dex, with a
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magnitude and bias that depends on the element and the stellar ef-
fective temperature (Önehag et al. 2014). Enhanced mixing can also
cycle material to the surface. Nuclear reactions, such as lithium de-
pletion (Pinsonneault et al. 2002) or CNO cycling (Crowther 2007))
enhance and deplete specific surface abundances and isotopic ra-
tios. Accretion can enhance surface metallicity and vary particular
elemental abundances for a short time depending on the companion
type (Pasquini et al. 2007; Maldonado et al. 2019; Laughlin & Adams
1997). For example, mass loss can strip away H-rich surface regions
in Wolf-Rayet stars (Crowther 2007) - increasing the observed stellar
metallicity or carrying away surface metals which will have a small
to negligible decrease of surface metals on the main sequence.

These effects are usually ignored when estimating a star’s stellar
parameters and chemical abundances. Most spectroscopic analyses
usually adopt some simplifying assumptions to make the computa-
tion time tractable. For example, we usually assume the stellar pho-
tosphere can be represented in one dimension (1D) and that baryonic
matter can be described by thermal distributions in small regions (lo-
cal thermal equilibrium; LTE). These assumptions can particularly
influence the measured stellar parameters (e.g., Blanco-Cuaresma
2019). Both can lead to an over-estimate of the temperature gradi-
ent in the atmosphere and an underestimation of the density, which
can result in an over-estimate of the abundance. We also typically
ignore magnetic activity, but recently Spina et al. (2020) showed
it has a measurable impact on the chemical abundances of young,
fast-rotating stars. While these assumptions simplify inference, it is
important to consider their effects when reaching conclusions.

Stars have spots, which are important indicators of the rotational
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rate of stars, especially along the main sequence (McQuillan et al.
2014; Santos et al. 2021). The properties of stellar spots and their
effect on the observed properties of a star vary with: age, rotation
rate, mass, and metallicity (Mathur et al. 2014; Karoff et al. 2018;
Nichols-Fleming & Blackman 2020). For example, as the rotation
rates of stars decrease with age, the average magnetic activity like-
wise decreases. This results in smaller short lived spots that cover
only a small fraction of the stellar surface (Cao & Pinsonneault 2022).
Spot properties can be generalised by: their coverage across the stellar
surface, the temperature difference relative to the surrounding, and
the occurrence pattern. Cao & Pinsonneault (2022) recently quanti-
fied the spot parameters of stars in the Pleiades and M67. They found
that young or fast rotating stars tend to be more magnetically active
and have a greater spot coverage than their older, slower counterparts.

The spotted areas of the star can be thousands of degrees cooler
than the surrounding areas - solar spots for example can be 500-
2000K cooler than the surrounding photosphere (Berdyugina 2005;
Herbst et al. 2020). A spotted star’s stellar spectra are more complex
than their non-spotted counterparts (Morris et al. 2019). Accurate
inference of stellar parameters requires a model that reflects the stellar
spectra well. In this work, we quantify the effect of fitting spotted
spectra with non-spotted models and identify the parts of the main
sequence where the effect is most prevalent. In Section 2, we outline
the generative model for stellar spectra with spots and describe our
choices of stellar parameters before outlining the fitting procedure
used. In Section 3, we present the difference in the recovered stellar
parameters with the spotted and non-spotted models. We discuss parts
of the main sequence where the effect is most prevalent. Finally, in
Section 4, we place those results in the context of other significant
effects on measured stellar metallicity and provide recommendations
for high-precision spectroscopic investigations in specific regions of
stellar evolution.

2 METHOD

2.1 Stellar parameters for a population of fake stars

We prepare a sample of stellar spectra that spans the main sequence
to estimate the impact that stellar spots can have on the accuracy of
inferred stellar parameters. This sample is intended to be indicative
of a possible population of main-sequence stars but not intended to
represent which stars would, or would not, have spots. We generate
1500 spectra of main-sequence and early post-main-sequence stars
with various values of mass, age, metallicity, 𝑣 sin 𝑖, 𝑓spot, and 𝑥spot
across the HR diagram. We drew masses from a Salpeter initial mass
function (Salpeter 1955) between 0.5 and 1.5 𝑀⊙ with 𝛼 = 2.35.
This limits our range of masses to those with a radiative surface and
convective core and reaches beyond the Kraft break (Kraft 1967).
Metallicity is drawn from a distribution to approximately reflect what
is observed in the Milky Way. Specifically, we defined a variable 𝜙

to be drawn from a Beta distribution

𝜙 ∼ B (𝛼 = 10, 𝛽 = 2) (1)

and applied a transform from 𝜙 to [Fe/H] by requiring the metallic-
ities be bounded between [Fe/H]min = −2 and [Fe/H]max = +0.5.
We also required that the mode of 𝜙, defined as 𝛼−1

𝛼+𝛽−2 for a Beta
distribution, occurs at Solar metallicity. This leads to the transform:

[Fe/H] =
(
[Fe/H]max − [Fe/H]min

) (
𝜙 − 𝛼 − 1

𝛼 + 𝛽 − 2

)
. (2)

The stars we generate mock data for in this work span from the
zero-age main sequence (ZAMS) to low-luminosity subgiants. We

draw equivalent evolutionary phase (EEP) values from a uniform
distribution EEP ∼ U(200, 450), where U (𝑥, 𝑦) denotes a uniform
prior between x and y. The bounds of this range (200 and 450) repre-
sent the ZAMS and the low-luminosity subgiant phase, respectively.
Using the EEP, mass and metallicity, we interpolate a position along
the MIST stellar isochrones (Morton 2015) to calculate the expected
𝑇eff and log 𝑔 for each random star. We also obtain the star’s age
(post-ZAMS) that we can use in conjunction with the other stellar
parameters to determine rotational properties (see below). We have
limited the age of the stars we consider in this work up to the age of
the Sun. This is the range available for rotational rate and convective
turnover timescales from the sources we draw from in this work.
This limits the post-MS stars we consider to more massive stars. We
briefly discuss bias’ which may introduce in Section 4.

The surface rotation period is interpolated from stellar cluster-
tuned rotational isochrones given the stellar age and mass (Table
A1 in Spada et al. (2016)). Rotational broadening 𝑣 sin 𝑖 can then
be calculated by combining the rotational period, the radius from
the interpolated isochrone model, and an inclination angle. We have
drawn inclination from a uniform distribution in cos 𝑖 ∼ U(0, 1).

𝑓spot is related to the Rossby number, 𝑅𝑜, which is defined as
the ratio of the surface rotational period to the convective turnover
timescale (𝜏conv). 𝜏conv is interpolated from Table 1 in Landin et al.
(2010) given the stellar age and mass. Combining this value with
the rotational period, we obtain 𝑅𝑜. 𝑓spot is then calculated from the
relationship between 𝑓spot and 𝑅𝑜 identified in Cao & Pinsonneault
(2022) (Eq. 5):

𝑓spot =

{
0.278, log 𝑅𝑜 ≤ −0.729
0.0623 𝑅−0.881

𝑜 , log 𝑅𝑜 > −0.729

}
. (3)

There is some scatter in 𝑓spot which is not accounted for by this
relation (see left panel of Figure 7 in Cao & Pinsonneault (2022)).
For this reason, we add random noise to our calculated 𝑓spot which
is drawn from a normal distribution with a standard deviation of 0.1
it is clear that there is some scatter in 𝑓spot About

We assume 𝑥spot is drawn from a uniform distribution 𝑥spot ∼
U(0.8, 1.0). This represents the limits set when fitting 𝑥spot in (Cao
& Pinsonneault 2022), which is motivated by temperature bounds
which they discuss in more detail in Section 2.2. 𝑥spot does not
appear to have a clear relationship with other stellar parameters, but
it - and 𝑓spot - may vary on multiple periodic timescales as they do
for the Sun. The stochastic nature of stellar observations - and the
admittedly simple nature of the model - means that 𝑓spot and 𝑥spot
are random draws from the possible stellar spot parameters. We will
eventually find that 𝑥spot has little effect on the bias introduced by
fitting spotted spectra with a non-spotted model, so move forward
with the knowledge that we have good coverage when modelling over
the range of possible parameters.

2.2 Spotted spectrum generative model

We build upon the work of (Cao & Pinsonneault 2022), where a
forward model is developed to model the effect of starspots and to
estimate the fractional spot coverage of stars in the Pleiades and
M67. Their model assumes that the spectrum of a spotted star can be
broken into spotted and non-spotted components. These two com-
ponents have the same log 𝑔 [Fe/H], microturbulent velocity, and
the same surface rotational velocity (𝑣 sin 𝑖), but the two components
vary in temperature. The spot and ambient temperatures (𝑇spot and
𝑇amb) are related by 𝑇spot = 𝑥spot𝑇amb, and are coupled to the ef-
fective temperature of the star following the approach of Somers &
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Star spots affect measured metallicity 3

Figure 1. HR diagram of the 1500 sets of stellar parameters drawn from
physically motivated distributions of mass, metallicity and age coloured by
[Fe/H].

Pinsonneault (2015)

𝑇eff = 𝑇amb (1 − 𝑓spot + 𝑓spot𝑥
4
spot)

1
4 , (4)

where 𝑓spotis the fractional surface spot coverage. From these re-
lations, the set {𝑇eff, 𝑥spot, 𝑓spot} define a pair of ambient and spot
temperatures that preserve stellar luminosity.

We calculated a grid of synthetic spectra, which we interpolate be-
tween to generate the predicted spectra for a spotted or non-spotted
model. The list of atomic and molecular transitions is from (Shetrone
et al. 2015; Smith et al. 2021). We used a grid of plane-parallel
MARCS (Gustafsson et al. 2008) model photospheres that span di-
mensions in effective temperature, surface gravity, and metallicity.1
Microturbulence was kept fixed at 1.15 km s−1 for main-sequence
stars and we assumed that [𝛼/H] scales with [Fe/H] (i.e., the so-
called ‘standard’ composition in MARCS). The abundance dimen-
sions [C/M] and [N/M] were kept fixed at zero. We used Korg
(Wheeler et al. 2022) to synthesise all model spectra at high res-
olution, which we then convolved and down-sampled to match the
(uniform in log) pixel spacing used in the APOGEE data reduction
pipeline (Holtzman et al. 2018). The convolution kernel includes
two components that enter multiplicatively: one assuming a constant
spectral resolution 𝑅 = 𝜆/Δ𝜆 of 22,500, and another representing
rotational broadening 𝑣 sin 𝑖. We convolved each spectrum with a
grid of 𝑣 sin 𝑖 values that were uniformly spaced in log 𝑣 sin 𝑖 from
0-100 km s−1 in order to match the setup for the APOGEE analysis
pipeline. Naturally, for low 𝑣 sin 𝑖 values, the line spread function of
the instrument will dominate.

With this grid of spectra and some given spectral parameters
{𝑇eff , log 𝑔, [Fe/H], log 𝑣 sin 𝑖}, we interpolate the spotted and ambi-
ent spectra and combine them in a fractional manner with wavelength
as if they were separate black-body spectra in order to produce a flux-
preserving combined spectrum:

𝐵(𝑇eff, 𝜆) = 𝑓spot𝐵(𝑇spot, 𝜆) + (1 − 𝑓spot)𝐵(𝑇amb, 𝜆) . (5)

In total, our forward model for predicting spotted spectra includes
six parameters: 𝑇eff , log 𝑔, [Fe/H], log 𝑣 sin 𝑖, 𝑥spot, and 𝑓spot. This
model is equally capable of predicting non-spotted spectra by fixing
𝑓spot to zero or 𝑥spot to unity.

1 We calculated spectra using spherical models as well, but in practice, only
spectra from plane-parallel models (i.e., main-sequence stars) are used in this
work.

Using the 1500 sets of parameters outlined in Section 2.1 we gen-
erated synthetic spotted stellar spectra. We also apply realistic noise
at each pixel from a Gaussian distribution with standard deviation =
0.01, assuming a signal-to-noise ratio of 100. Continuum normali-
sation is performed by assuming a running mean of the spectra, and
during fitting, this procedure is applied to the fake spectrum (data)
and to the model spectrum.

We now have the tools to determine the effect of fitting spotted
spectra with non-spotted models. We do this by finding the best-fitting
stellar parameters given the synthetic spectra fitted twice: first with
the model described in Section 2.2 and then with a non-spotted model
(e.g., 𝑓spot fixed at 0 and 𝑥spot fixed at 1). Here we have performed
least-squares fitting through the Levenberg-Marquardt algorithm im-
plemented in SciPy. We found that fitting the spotted parameters can
be non-trivial. The likelihood surfaces are multimodal and degener-
ate, requiring informed choices about the initialisation of fitting. To
resolve this issue, we performed a coarse evaluation of parameters
(on a grid) before starting optimisation.

3 RESULTS

We began by confirming that we could accurately recover the injected
parameters. The best-fit parameters following fitting the synthetic
spotted spectra with a spotted model are shown in Figures 2 and
3. 𝑇eff, log 𝑔, [Fe/H], and 𝑣 sin 𝑖 are recovered accurately for every
injected parameter set. While we identify scatter in recovered 𝑓spot
this appears not to affect the accuracy of the recovery of the traditional
stellar parameters. We move forward confident that any difference in
the recovered parameters between fitting with the spotted and non-
spotted models results from the model differences rather than the
fitting procedure employed in this work.

We now identify systematic effects in the recovered parameters
when we fit the spotted spectra with an incorrect model of non-
spotted spectra. The difference between the recovered parameters
fitted with a spotted and non-spotted model of the stellar atmosphere
are shown in Figure 4. A consistent scatter is introduced on each
parameter when a non-spotted model is used to perform inference on
a spotted spectrum. We calculate each parameter’s average bias and
scatter to quantify the effect. The injected parameters are separated
into 10 bins, and we take the median and median absolute deviation of
the difference between the spotted and non-spotted model’s inferred
parameters for each bin. We take the median as a measure of the
average bias and the median absolute deviation as a proxy for the
scatter.

In Figure 5 we show the effect of the injected parameters on the
stellar spot spectra through the difference between the recovered
spot and non-spot model 𝑇eff. Fitting a spotted spectrum with a
small 𝑥spotwith a non-spotted spectrum introduces a consistent bias
to the inferred 𝑇eff of about −25 K: a non-spotted model tends to
underestimate the true effective temperature of a spotted spectrum.
A scatter is also introduced 𝑇eff on the scale of ∼50K for spectra
with significant spot coverage (low 𝑥spot and large 𝑓spot). The other
injected parameters do not appear to have any strong correlations or
effects on the recovered non-spot 𝑇eff. Their median values are zero,
and MAD appears consistent at ∼25K.

Figure 6 shows the effects of fitting spotted spectra with a non-
spotted model on log 𝑔 (orange) and log 𝑣 sin 𝑖 (red), respectively.
There appears to be no statistically significant bias introduced to
both of the inferred parameters as the median of each bin of injected
parameters is consistently about zero. However, a consistent scatter is
introduced to both parameters. The MAD of Δ log 𝑔 and Δ log 𝑣 sin 𝑖
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4 Tanner A. Wilson and Andrew R. Casey

Figure 2. Recovered traditional stellar parameters (𝑇eff, log 𝑔, [Fe/H] and 𝑣 sin 𝑖) from fitting synthetic spotted spectra with a spotted model of the stellar
atmosphere against the corresponding injected parameters. We consistently accurately recover each injected value when a spotted model of the stellar atmosphere
is employed to fit the spotted synthetic spectra.

in each injected parameter bin have an average value of ∼0.025 dex
- corresponding to an average scatter on 𝑣 sin 𝑖 of ∼ 1 km s−1. The
scatter peaks for both recovered parameters at ∼0.05 dex for stars
with significant spot coverage - which corresponds to a maximum
scatter on 𝑣 sin 𝑖 of ∼ 2 km/s. The scatter on recovered 𝑣 sin 𝑖 and
log 𝑔 is otherwise constant with the other injected parameters.

The effect of fitting spotted spectra with a non-spotted model
is significant in the recovery of metallicity. This is seen in Figure
6 (green), where we compare the recovered [Fe/H] with a spotted
and non-spotted model of the stellar atmosphere against the injected
parameters of our spotted spectra. This process does not introduce
a bias to the inferred metallicity of the spectra but does introduce
a significant scatter to the recovered value, representing an intrinsic
‘minimum floor’ of systematic uncertainty if the effects of spots are
not included (see Section 4).

The scatter introduced to [Fe/H] by fitting spotted spectra with a
non-spotted model increases with injected 𝑓spot. As 𝑓spot approaches
1, the MAD of Δ[Fe/H] reaches a maximum of about 0.05 dex. Com-
paratively, as 𝑥spot decreases, so does the MAD of Δ[Fe/H], peaking
again at 0.04 dex. As the scatter in the other injected parameters is
relatively constant, there is no significant relation between the other
spectral parameters and Δ[Fe/H]. The introduced scatter in [Fe/H] is
dominated by the spot parameters of spectra.

4 DISCUSSION

The results in Section 3 indicate that using a non-spotted model to fit
spotted stellar spectra introduces a systematic bias of up to −25 K in
effective temperature and no substantial bias in other parameters. In
their study of fitting a spotted stellar model to APOGEE spectra of
members in the Pleiades and M67, Cao & Pinsonneault (2022) find a
systematic 0.1 dex enhancement in observed [Fe/H]. The lack of bias
we find here could be attributed to different stellar populations of stars
(e.g., some stars are biased in one direction, but in our population,
that effect is mitigated by biases in the opposite direction). We find
that the effects of model mismatch (i.e., using a non-spotted model
to fit a spotted spectrum) can also introduce a scatter (measured by
median absolute deviation) of about 50 K in effective temperature
and 0.05 dex in other parameters. If we assume that the spot model
we adopt is representative of reality, then these scatter values would
represent a minimum systematic uncertainty in these parameters if
the wrong model (a non-spotted model) is used. These deviations
are comparable to the typical random uncertainties reported by the
APOGEE survey (150K, 0.13 dex and 0.1 dex; Hegedűs et al. 2022),
although these random uncertainties will vary with signal-to-noise.

Systematic uncertainties (like model mismatches) will dominate
in high signal-to-noise ratios, and the level of scatter we find in metal-
licity (0.05 dex) is comparable to the effects of radiative levitation,
atomic diffusion (Önehag et al. 2014), and magnetic broadening of
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Figure 3. Recovered spot parameters (𝑥spot and 𝑓spot) from the synthetic
spotted spectra fitted with a spotted model of the stellar spectra against the
injected parameters of the synthetic spectra. We identify that the spot param-
eters are not always accurately recovered through the fitting procedure. The
recovered spot parameters are notably more inaccurate as 𝑥spot approaches 1.

absorption lines (Spina et al. 2020). Unlike these effects, which can
in part be mitigated through parameterisation with other stellar pa-
rameters, accounting for stellar spots requires a model that explicitly
predicts their contribution to the emergent spectrum. This scatter in
[Fe/H] is significant as it is of the same order as the precision of spec-
troscopic inference of metallicity. In particular, a differential analysis
of two Solar twins might report abundance uncertainties on the level
of 0.01-0.02 dex. While the two stars are selected to be extremely
similar in order to mitigate systematic effects, those two stars could
have very different coverages of stellar spots, which would introduce
a systematic uncertainty floor.

4.1 Imperfect models

The results we show here are limited in their applicability. When
generating the mock data, only a fraction of randomly drawn stel-
lar parameters could be used to synthesise spectra, either because of
limitations of stellar isochrones, the spectral grid, or limits in the pro-
cedure in estimating an appropriate rotational velocity and Rossby
number. We also limit the ages of the stellar sample to 4.6 Gyr - the
maximum ages of both the models used to determine the convective
turnover timescale and grid of rotational periods set by observations.
As a result, our sample is limited to relatively young stars, and there
are hints of a bias in injected parameters towards higher 𝑓spot. We

have extensively probed the region where the effect should be most
prevalent in terms of the scatter it introduces, but this is not intended
to be a complete and representative population of main-sequence
stars. The quantitative results may not be perfectly accurate for some
regions of the HR diagram, and might vary with photopshere geom-
etry. However, by assuming spots are present everywhere across the
main sequence, our analysis shows where the consequential effects
are most or least prevalent.

The treatment of stellar spots in this work requires some discus-
sion. Stellar spots are highly complex regions on the surface of stars.
The position of spots relative to the observer, their temporal evo-
lution, and the inherent magnetic activity and faculae surrounding
stellar spots, would all introduce complexity to the emergent spec-
tra from these regions. The spotted model employed in this work is
a first-order approximation of the average effect of spots on stellar
spectra. The functional form of the temporal evolution of the stellar
spots in stars other than the Sun is not well known. For a given 𝑓spot
we could assume that 𝑥spot varies on some periodic or temporal scale,
even if we don’t know the functional form of that variability. In this
scenario with our model, 𝑥spot is drawn from a uniform prior, which
implicitly assumes that we are observing the star at some random
time. This modelling of 𝑥spot is relatively crude since, in principle,
𝑥spot could vary as a function of other stellar parameters.

Investigations of the evolution of fractional spot coverage of stars
is a developing field. For example, recent works have shown an
enhancement in 𝑓spot for stars undergoing core-envelope recoupling
(Cao et al. 2023). For this reason, our results are only indicative
rather than prescriptive. Applying this model to more stars APOGEE
samples and time series spectroscopic observations of stars could
elucidate the relationship between the parameters.

Cao & Pinsonneault (2022) suggest that young, magnetically active
stars - stars with Rossby numbers < 0.4 - have 𝑓spot greater than >
0.1, saturating at 𝑓spot ∼ 0.3, with significant scatter, when 𝑅𝑜 < 0.2.
There is also a significant scatter in 𝑓spot for these stars. The use of the
Rossby number to reflect the magnetic/spot activity of stars should be
treated with some care. The Sun expresses periodic evolution of its
magnetic activity (time scale on the order of decades) and stellar spot
expression (time scale on the order of years). The range of fractional
spot coverages we observe in the Sun is on the order of [0, 0.12]
without variations in the Rossby number. As a result, we draw the
injected 𝑓spotfrom relations with Rossby number and add a random
scatter drawn from a Gaussian distribution with a standard deviation
of 0.1.

Employing a non-spotted spectra model to fit spotted spectra can
introduce a scatter to recovered parameters, but fitting a spotted
model to non-spotted spectra has little to no effect on the recovered
parameters. We recommend that a spotted model, if only as simple as
the one used in this work, will consistently recover stellar parameters
better than a non-spotted model while also providing a measure of
the spot parameters of stars.

4.2 When should a spotted model of the stellar atmosphere be
employed?

The scatter introduced to the recovered stellar parameters increases
with fractional spot coverage. Fractional spot coverage is inversely
related to the rotation rate of stars through 𝑅𝑜. Further, the rotation
rate of stars decreases with time, owing to magnetic braking. As a
result, the fractional spot coverage of stars is expected to decrease
with age.

We can probe when the scatter introduced to the recovery of stellar
parameters by stellar spots is most prominent by calculating the

MNRAS 000, 1–9 (2023)
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Figure 4. The difference between the recovered traditional stellar spectra parameters (𝑇eff, log 𝑔, [Fe/H] and 𝑣 sin 𝑖) from the synthetic spotted spectra fitted with
both a spotted and non-spotted model of the stellar spectra against the injected parameters of the synthetic spectra (spotted model non-spotted model recovered
parameter). We identify scatter introduced to each of the stellar parameters when fitting spotted spectra with a non-spotted model of the stellar atmosphere.

scatter in Δ[Fe/H] with bins of age. In Figure 7, we show the bias
and scatter introduced to Δ[Fe/H] with respect to stellar age. The
introduced scatter is greatest for stars younger than ∼ 2Gyr is ∼0.02,
while the bias, measured through the median, is zero for stars in this
age range. The scatter decreases for older stars (>3Gyr) to ∼0.01,
but the median Δ[Fe/H] appears to increase with increasing age. The
increase in the median value is most likely not indicative of a trend
and rather the result of the low number of stars in the larger age bins.

The trends that we identify in this work are only qualitative -
though they do allow us to make recommendations for future work.
Our results indicate that fitting the spotted spectra of a star with
a non-spotted model when 𝑓spot> 0.1 will introduce a scatter to
bias the recovered parameters. We suggest using a spotted model if
a star is significantly photometrically variable due to stellar spots.
McQuillan et al. (2014) calculated the rotation periods of low-mass
main-sequence stars that are photometrically variable due to stellar
spots. They were able to determine the rotation rates of stars across
a wide mass range (0.6 < 𝑀⊙ < 1.1) at multiple points along the
main sequence. These stars must therefore express stellar spots and
may have the measured stellar parameters influenced by the effect we
identify in this work. They estimated that ∼23% of main-sequence
stars exhibit definite rotational modulation from stellar spots, a lower
bound due to observational effects. We, therefore, believe at least 1/4
of the main sequence stars may be affected by this bias.

5 CONCLUSIONS

Here we have shown that stellar spots can introduce measurable
systematic bias and variance to inferred stellar parameters when a
non-spotted model is used. The results demonstrate that spectra with
strong spot features can introduce a scatter in inferred metallicity of
order 0.05 dex. This emphasises the need for caution when perform-
ing spectroscopic analysis on stars with visible spots, particularly
young, fast-rotating stars. Our findings highlight the importance of
incorporating the effect of spots into spectroscopic models to ensure
accurate and precise results.

The magnitude of this effect is comparable to others that plague
stellar spectroscopy, including atomic diffusion, radiative levitation,
and non-local thermodynamic equilibrium. However, the impact of
this effect will vary depending on the scientific context. Turn-off
ages of clusters are likely to be only minimally impacted, as the
metallicity bias for old, slowly rotating stars is less than 0.01 dex.
In contrast, a systematic error floor of 0.05 dex caused by spots
on the main sequence would critically limit the capacity of strong
chemical tagging (Casamiquela et al. 2021). Similarly, star spots
could limit any inferences from differential abundance analyses of
Sun-like stars, where the typical reported uncertainty is 0.01-0.02
dex (e.g., Meléndez et al. 2014; Nissen 2015; Reggiani et al. 2016;
Maia et al. 2019; Liu et al. 2020; Nissen et al. 2020; Spina et al.
2021). While we have focused on the impact on overall metallicity
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Figure 5. Bias introduced to 𝑇eff (blue) when fitting spotted spectra with a non-spotted model against injected parameters of synthetic spectra. Each injected
parameter is binned into ten bins across the range of injected parameters. The median and median absolute deviation of the difference between the spotted and
non-spotted recovered 𝑇eff (Δ𝑇eff) are then calculated in each bin. Scatter points show the median Δ𝑇eff for each bin in injected parameters. Filled areas show
one maximum absolute deviation above and below the median value and dashed lines indicate the edge of this range. Inference of 𝑇eff with a non-spotted model
injects random scatter on average of the scale of ∼50K and introduces a consistent bias of order ∼-25K for spectra with significant spot coverage.

and not on individual abundances, it will be important to examine
these effects more closely at a per-element level. These results provide
valuable insights for future studies on stars and their properties and
underscore the need for continued research on the impact of spots on
spectroscopic inference.
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